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Abstract

In recent years, “computational empathy” has emerged as
a new challenging research field. Computational empathy
investigates how artificial agents can manifest empathic
behaviours towards the user, and how they can elicit empa-
thy during the human-agent interaction. Such “empathic
agents” have the capacity to place themselves into the
emotional position of a user (or another agent), and be-
have taking such emotional understanding into account.
The paper explores a computational empathy approach in
the context of conversational interaction, and presents an
empathic conversational framework grounded on the em-
pathy theory. The framework provides a conceptual tool for
designing and evaluating empathic conversational agents.
Overall, our research contributes to a deeper understanding
of the role of empathy in conversational interaction.
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Introduction

Empathy is defined as the feeling by which one under-
stands and shares another person’s experiences and emo-
tions, and it is known to facilitate the development of social
relationships, affection, and familiarity among humans [6].

It is generally acknowledged that empathic behavior can be
reinforced by appropriate verbal communication, through
empathetic voice and phrases that are matched to the emo-
tional state of the user [18]. “Computational empathy” is a
new emerging research field, which investigates how artifi-
cial agents, such as robots or virtual agents, can manifest
empathic behaviours towards the user and how they can
elicit empathy in the user during interaction. Our research
explores “computational empathy” in the context of conver-
sational interaction. For a conversational agent an empathic
behavior brings several benefit in term of length of interac-
tion [2], reduction of user’s stress and frustration [15, 3] and
increased engagement [5]. In this paper, we conceptualize
the main dimensions for modeling empathy during conver-
sational interaction: behaviour, perception, regulation, and
assessment. These dimensions are based on a literature
review on the scientific research about empathy modeling.
Our goal is to define a modeling framework for empathic
conversational agents that helps researchers and designers
to master the complexity of modeling empathy in this class
of systems and designing their empathic conversational
behaviors during the interaction with the users.

Related work

In recent years, many effort have been made for implement-
ing empathy in artificial agents. Empathic agents can be
seen as agents that have the capacity to place themselves
into the position of a user’s or another agent’s emotional sit-
uation and respond appropriately [13]. Some researchers
focused on modeling affective empathy of virtual agents,
which are tutors on tablet or computer screens with ab-
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stract, cartoon-like or human-like appearance, called Em-
bodied Conversational Agents (ECA) [11, 8]. [11] proposed
a framework for modeling empathy in ECAs grounded on
the empathy theory for which the empathic behavior is
characterized by perception, recognition and expression
of affective stimuli [13]. Other researchers investigated the
empathic behaviors in human-robot interaction, [6] and [7],
particularly among Social Assistive Robots (SARs). Some
SARs can detect user emotions and expressed their emo-
tions according to the user’s tracked ones, such that user
can perceive such robotic companions as “empathic”.

Empathic Conversational Framework

We would like to propose an early framework for empathic
conversational interaction grounded on the theory of empa-
thy of [16] and inspired by the model proposed by [11].
During human-human conversation, alternatively we act

as listener and speaker. We are able to actively listen to
our companions and answer them expressing empathic
behaviour and affective state. During the listening phase,
the listener receives utterance signals as well as nonverbal
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Figure 2: Empathic Conversational Behaviour Module.

cues from the speaker and may give nonverbal feedback

in the meantime. Their roles exchange when the previous
speaker stops talking. Then the next speaker produces ver-
bal responses with appropriate body gestures based on
what the speaker heard previously. This process keeps go-
ing on until the conversation ends [9]. For eliciting empathy
into the users, the agent should on the one hand express
the emotion in a natural way (speaker role), while on the
other hand it should drive the conversation feeling how the
user feels (listener role). Based on the empathy theory [13],
any artificial agents should be equipped by three modules:
Empathic Perception Module, what the artificial agent can
track during the human interaction so it measures what the
user feels (cognitive empathy); Empathic Behaviour Mod-
ule, how the agent acts during the conversation in both lis-
tener and speaker roles; Empathic Regulation Module, how
the agent can change its behavior according to the user
reactions (affective empathy). In addition, an assessment
method could be useful to measure the actual user empa-
thy perceived during the interaction.

Empathic Perception Module

The perception module aims at tracking and measuring

the users behaviours. To this purpose, the agent should be
equipped by some basic sensors, such as a microphone
and a RGB-D camera. From the former, the sound infor-
mation are collected, such as the speech and prosody, and
from the latter the visual data are gathered, such as facial
expressions, and gestures and poses from the depth sen-
sor data.

Four elements have been identify to characterize the per-
ception module of the agent: text, speech prosody, facial
expressions, and gestures and poses. For measuring these
data, the agents need some dedicated modules. First of all,
a face recognition module able to analyze the face and ex-
tract the Action Unit (AU) from the human face is required.
Then, an algorithm should identify the gestures and the
poses of the users, and classify them according to the Rus-
sels model [17, 12]. Finally, for the speech analysis we ex-
amine the content of the speech in term of meaning, the
prosody of the speech, and the sentiment of the sentences
of the speech to understand the affective state of the user.
These affective data are processed in term of Valence,

and Arousal scale [19], so that a space vector is extrapo-
lated from the combination of the features extracted, and
the meaning of the speech (see Fig.1). According to the
user’s role, the perception module has different purposes. If
the user acts as listeners, the module’s goal is to track the
empathy elicited in the users. The real-time affective state
of the user allows us to understand if the agent is eliciting
empathy properly or not. Thank to this data, we can con-
trol and manipulate the behaviour of the agent, in term of
both speech content and gestures to improve the elicita-
tion process. For the user speaker role, the module aims to
measure empathy expressed to understand how much the
agent could be empathic with the user during the dialogue.
The agent could react real-time according to the user in-



put with back-channel feedback, both in term of speech or
movements [14, 10] as listener.

Empathic Behaviour Module

To provide believable behaviours and elicit empathy in the
user, the agent should express an affective state by the
means of its facial expression, the gestures, the pose, and
besides the semantic, also the pitch of the speech. The
Fig.2 depicts the architecture of the Behaviour Module and
its components are the following: i) Dialogue manager mod-
ule, which aims at answering properly to the user requests
exploiting Natural Language Processing (NLP) algorithm;
ii) Facial expression module, which aims is to regulate the
emotions the agent expresses through its face according to
the situation; iii) Lip-sync module, which goal is to simulate
the human-speech synchronizing the lips movement with
the words the agent speaks; iv) Text-to-Speech module,
which convert the text into speech to be spoken; v) Ges-
ture module, which is dedicated to the choice of the correct
gesture for the purpose of the dialogue (listener or speaker
role), and also its synchronization with the speech, to pro-
vide a natural communication during speaking; vi) Pitch and
tone module, which regulate the speed and the tone of the
speech according to the intention the agent wants to show.
If the agent acts as listener or as speaker its goal is dif-
ferent. For the listener role, the behaviour is driven by the
text of the sentence it has to speak. The facial expressions,
the gestures and the prosody should be driven by the text
analysis. The output of the text analysis is a 3D vector: a
valence, arousal (from the sentiment and lexicon analysis)
and meaning vector from the text analysis (NLP algorithm).
This vector is the input for the behaviour modules which
regulates the actions of the artificial agent. In the listener
case, the Behaviour Module is dedicated to activate the
back-channel feedback behaviour when required. It means
giving constant feedback to the user to maintain the active
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Figure 3: Empathic Conversational Regulation Module.

listening phase.

Empathic Regulation Module

To regulate the behaviour of the robot, the Regulation Mod-
ule makes the decision of changing a specific behaviour or
amplifying another one according to the perceived state of
the user detected from the Perception module. The mod-
ule controls the behaviour of the artificial agent to: i) keep
the engagement of the user; ii) check if the empathy level
elicited is above a threshold during speaking role; and iii)
adjust the feedback behaviour during the active listening
phase. This type of control is called feedback control sys-
tem depicted in the Fig.3.

Assessment of elicited empathy in the user

Besides the quantitative measures of the user behaviours,
some qualitative data could be collected to test the real em-
pathy level elicited in the user. Typically for measuring an
individual empathy level, the Empathy Quotient (QT) ques-
tionnaire is provided. It is a 60-item questionnaire designed
to measure empathy in adults [1]. As our knowledge, there
is a lack of standardized method which measures the real
elicited empathy during human-computer interaction. We
want to propose some new assessment techniques based
on [4]. The user answer few questions that allow the re-
searchers to understand if the user has been really involved
and felt empathy during the interaction. In [4], the authors



just focused on the cognitive effort involved in a choice, and
the results showed that people prefer not to choose the em-
pathic option because of that. The same tasks can be used
to test the empathy elicited in the user. For example, the
user chooses 5 words to describe the agent. If the words
are objective adjectives (i.e., physical descriptors) it implies
that the agent wasn’t able to elicit empathy in the user, vice-
versa if the user selects some adjective related to the affec-
tive state, or the feelings, it means that the agent was able
to establish a empathic relationship. The reported task is
just one example which allows to test the effective empathy
felt by the user during the conversational interaction.

Discussion and Conclusions

The expression, and elicitation of empathy in conversational
interaction is a challenging research topic. This paper con-
tributes to this field by proposing a conceptual framework
for empathy to be applied in conversational interaction. We
have described four aspects (grounded on the literature

on empathy modeling) that highlight the role of empathy
during conversational interaction, and correspond to four
“modules” of a conceptual framework that would help the
design of conversational human- computer interaction. We
have pinpointed that these modules are useful for designing
new empathic conversational technologies and for identi-
fying open questions about the elicitation and expression
of empathy in human-computer interaction. Our framework
draws the attention on the role of empathy during a conver-
sational human-agent interaction, independently from the
agent “reification” (e.g., social robot, smart object, or soft-
ware app). Several researches investigate some specific
aspects of the single modules of the framework. For exam-
ples, many effort has been done in the scientific community
for the automatic recognition of the emotion gestures in hu-
man, and many authors are still studying how to process
the language and extrapolate the emotional content dur-

ing a dialogue. The framework provides a conceptual tool
to master the complexity of design and evaluation during
the development of conversational interaction in its broader
meaning. In addition, the framework gives some guidelines,
and suggests an architecture of the agent which allows the
researcher to have a complete overview of the implemen-
tation of the empathy module in a conversational human-
agent interaction. Still, our framework is preliminary and
has some limitations. In its present form, it might be too
general, and might not be able to capture some design re-
quirements for emphatic conversational interaction that are
specific of some types of social agents, e.g., social robots
or virtual reality agents, where emphatic properties should
be customized to the very nature of the agent.
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